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Results

 FT + SMG outperforms all the other systems, generates high-quality speech 

(MOS -3.84) (see Table 1)

 SMG and MBSMG achieve higher scores for synthesizing male voice in 
comparison to WGLO, improved clarity and coherence in the pitched parts

 SMG and MBSMG are extremely lightweight in comparison to WGLO,
achieve high inference speeds on CPU and GPU
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a) Input speaker identity 
b) Input phoneme sequence
c) Corresponding phoneme 

embedding sequence, 
concatenated with replicated 
speaker embedding

d) Length regulated phoneme and 
speaker embedding sequence
(here, phoneme durations obtained 
using alignment matrices of 
pretrained Tacotron 2 [8] model)

e) Predicted mel-spectrogram
f) Low-dimensional noise prior
g) Output speech signal

Experiment

We compare different versions of TTS systems by keeping the same acoustic 
model (i.e., ForwardTacotron) while exchanging the vocoder models. The 
vocoder models are as follows: 

 Phase Gradient Heap Integration (PGHI) [3]

 WaveGlow (WGLO) [4]

 StyleMelGAN (SMG)

 Multi-band StyleMelGAN (MBSMG)

MBSMG synthesizes speech subbands, combined by a Pseudo Quadrature 
Mirror Filter-bank [5], leads to higher synthesis speed (see RTF in Table 2).
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Condition Average Male Female

FT + PGHI 1.3 ± 0.04 1.17 ± 0.04 1.41 ± 0.07

FT + WGLO 2.72 ± 0.07 2.26 ± 0.09 3.17 ± 0.1

FT + MBSMG 3.38 ± 0.07 3.21 ± 0.1 3.54 ± 0.09

FT + SMG 3.84 ± 0.06 3.79 ± 0.09 3.9 ± 0.09

Reference 4.23 ± 0.06 4.32 ± 0.08 4.13 ± 0.09

Condition 
Spect.
Type

Model
Size

(in MB)4

#Para.
(in M) 4

RTF 5

CPU GPU

FT + PGHI Linear - - 15.48 39.68

FT + WGLO Mel 170 86.3 0.57 8.75

FT + MBSMG Mel 15 3.85 4.35 61.27

FT + SMG Mel 15 3.85 2.55 50.29
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Figure 1: Simplified overview of the 
proposed TTS system with the 
ForwardTacotron acoustic model and 
StyleMelGAN vocoder

Table 1: MOS-scores with 95% confidence intervals for male and 
female speakers along with average scores.

Table 2: Model size, parameter count and real-time factor (combined 
from both acoustic model and neural vocoder). 

Checkout audio samples used in the
listening test by scanning the QR-code 
or click here. Headphones preferred.

Setup

 Synthesized speech signals preprocessed by applying DC offset removal
and max normalization, 80-band mel-spectrograms (freq. range 0-8 kHz)

 SMG and MBSMG trained from scratch using our dataset

 WGLO finetuned, warmstarted using pretrained model2

 P.808 [6] ACR listening test

 36 German native speakers,15 fromAmazon Mechanical Turk3

 Web-based listening tests using WebMUSHRA [7] 

Introduction

Our lightweight neural TTS system is optimized for synthesizing natural 
speech output in German and has 3 main aspects:

 Acoustic model 

 Textual input (phoneme/grapheme tokens)  acoustic feature 
sequences (mel-spectrograms)

 Our implementation based on ForwardTacotron¹ (FT), predicts mel-
spectrograms in a non-autoregressive seq-2-seq fashion

 Vocoder model

 Acoustic feature sequences  time-domain audio signals

 We use StyleMelGAN [1] (SMG), a novel and extremely efficient neural 
vocoder based on Generative Adversarial Networks

 Proprietary speech corpus for training both models

 20 hrs of professional speech recordings by 2 native German speakers

Inspired by [2], we propose a modified Multi-band version of SMG 
(MBSMG) as an additional contribution.

https://github.com/as-ideas/ForwardTacotron
https://ngc.nvidia.com/catalog/models/nvidia:waveglow_ljs_256channels
https://www.mturk.com/
https://www.audiolabs-erlangen.de/resources/NLUI/2021-FT-SMG-TTS

